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Theory
It is assumed that the user is knowledgeable about the fundamentals of regression analysis.
The general bivariate linear regression equation takes the form of

Y=0,+pX+¢

where /b is the intercept, £ is the slope, and € is the error term. It is bivatiate as there are
only two variables, a Y, or dependent variable, and an X, or independent variable, where X is
also known as the regressor (sometimes a bivariate regression is also known as a univariate
regression as there is only a single independent variable X). The dependent variable is so
named because it depends on the independent variable; for example, sales revenue depends on
the amount of marketing costs expended on a product’s advertising and promotion, making
the dependent variable “sales” and the independent variable “marketing costs.” An example
of a bivariate regression is seen as simply inserting the best-fitting line through a set of data
points in a two-dimensional plane, as seen on the left in Figure 1. In other cases, a
multivariate regression can be performed, where there are multiple, or £ number of,
independent X variables or regressors, where the general regression equation will now take
the form of

Y=0,+ X +6,X;,+ B X5..+ B X, +&

In this case, the best-fitting line will be within a £ + 7 dimensional plane.

Figure 1. Bivariate Regression

However, fitting a line through a set of data points in a scatter plot as in Figure 1 may
result in numerous possible lines. The best-fitting line is defined as the single unique line that
minimizes the total vertical errors, that is, the sum of the absolute distances between the
actual data points (Y)) and the estimated line (Error! Objects cannot be created from
editing field codes.), as shown on the right of Figure 1. To find the best-fitting unique line
that minimizes the errors, a more sophisticated approach is applied, using regression analysis.
Regression analysis, therefore, finds the unique best-fitting line by requiring that the total
errors be minimized, or by calculating
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where only one unique line minimizes this sum of squared errors. The errors (vertical distances between the actual data
and the predicted line) are squared to avoid the negative errors from canceling out the positive errors. Solving this

~ | minimization problem with respect to the slope and intercept requires calculating first derivatives and setting them equal
to zero:
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which yields the bivariate regression’s least squares equations:
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For multivariate regression, the analogy is expanded to account for multiple independent vatiables, where

Y, =B+ B, Xy, + B X, +é

and the estimated slopes can be calculated by:
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In running multivariate regressions, great care must be taken to set up and interpret the results. For instance, a good
understanding of econometric modeling is required (e.g., identifying regression pitfalls such as structural breaks,
multicollinearity, heteroskedasticity, autocorrelation, specification tests, nonlinearities, and so forth) before a proper model
can be constructed.

Procedure

e Start Excel and type in or open your existing dataset (the illustration in Figure 2 uses the file Multiple Regression in
the examples folder).

e Check to make sure that the data are arranged in columns and select the data including the variable headings, and
click on Risk Simutator | Forecasting | Multiple Regression.

e Seclect the dependent variable and check the relevant options (lags, stepwise regression, nonlinear regression, and
so forth) and click OK (Figure 2).
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Multiple Regression Analysis Data Set

Palice . Population
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105 3572 13| 397 4005 326
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512 92629 #H| ' [ LagRegressors Period(s] [ Stepwise Regression
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47 4487 1 [] Norviinear Regression
265 45799 2
370 14067 1 : 2 :
32 12693 285 2842 296 -1
222 52154 228 11.882 2651 5.9
280 9123 287 1.003 980.3 g5
a8 14250 224 34587 1158 5.2
114 3680 161 0.E9E 92 3.4
4189 16063 221 4 577 11863 5.6
435 5112 237 16.9587 E4.9 E.G
186 11340 220 1723 21 48
a7 4553 185 0563 BO.S E.4
188 28960 260 E.187 156.3 a8
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102 T233 13 1.793 745 105
127 26343 268 4.592 401 5.4
251 1641 300 0.454 4.7 5.1

Figure 2. Running a Multivariate Regression

Results Interpretation
Figure 3 (on the next page) illustrates a sample multivariate regression result report generated. The report comes complete
with all the regression results, analysis of variance results, fitted chart, and hypothesis test results.
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In “Multivariate Regression, Part 2, you will learn about a powerful automated approach to regression analysis
known as “stepwise regression” and about how goodness-of-fit statistics provide a glimpse into the accuracy and reliability
of the estimated regression model.
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Regression Analysis Report

Regression Statistics

R-Squared (Coefficient of Determination) 0.8146
Adfusted R-Squared Q7776
Muitiple R (Muitipie Correlation Coefficient) 0.5026
Standard Eror of the Estimates (SEy) 0.0725
nbservabions 7

The R-Squared or Coefiicient of Detarmination indicates that 0.61 of the variation in the dependent variable can be explained and accounted for by the independiant
variahles In this regression analysis. However, in & multiole regression, the Adiusted R-Squared takes Into account the existence of additional independent varables
o regressors and adiusts this R-Squared value to & more accurate view of the regression's explanatony power. Hence, only 0.78 of the variation in the dependent
variable can be explained by the regressors.

The Muitiple Correlation Coefficient (Multiple R) mesaswes the correlation between the aclual dependent varizble (V) and the estimated or Tited (V) based on the
regrassion equation. This is also the square root of the Cosfficient of Detarmination (R-Scuared)

The Standard Exror of the Estimates (SE ) describes the dispersion of dats points above and below the regression ling or piane. This value Is used as part of the
calcwiation to obtain the confidence interval of the estimates ater,

Regression Results

Intercept Ad Size
Coeficients 4.3642 0.0843
Standard Eror 0.5626 0.0180
+-Stabistic 74917 46877
plialle 0.0007 0.0054
Lower 5% 2.8667 0.0332
Upper 95% 5.8619 0.4309
Degrees of Freedom Hypothesis Test
Degrees of Fraedom for Regression H Critical +Statistic (99% canfidience with f of 5) 40321
Degreas of Freedom for Residual 5 Critical tStatistic (35% canfidience with of of 5) 28706
Total Degrees of Freedom & Critical tStatistic (30% canfidience with of of 5) 20150

The Coefficients provide the eslimated regression intercept and siopes. For instance, the coefficients are estimales of the true; population b wvalues in the following
regression equation V= By + 8, X, + 8:X, + .+ 8. X, The Standard Eror measures how accurate the predicted Coefficients are, and the +Statistics are the ratios
of each predicted Coefficient to its Standard Error.

The EStatistic s used In hypothesis testing, where we set the nuil hypothesis (Ho) such that the real mean of the Coefficient = 0, and the afternate hypothesis (Ha) such
that the real mean of the Coefficient Is pot equal to 0. A Hest s Is performed and the calcwlated EStatistic s compared to the critical values at the relevant Degrees of
Freedom for Residual. The Hest is very imporiant as it calcwlates if each of the coeffients is isti: ignificant in the presence of the olher regressors. This
means that the Hesl statistically verifies whelher a regressor or independent variable showld remain in the regression or it showld be dropped.

The Coeficient Is stalistically significant i its calciiated Stalistic exceeds the Tritical HStatistic st the relevant degrees of freedom (df). The thrse main configence
levels used to test for significance are 90%, 35% and 99%. /f 2 Coefficient's L5iatistic exceeds the Critical level, it s considered statistically significant. Alternatively,
the p-lValue calculates each Fialistic's probabiliy of occurrence, which means that the smaller the p-lYalue, the more significant the Coefficient The usual significant
levels for the p-lalue are 0.01, 0.08, and 0.10, corresponding to the 99%, 95%, and 99% confidence Jevels

The Coeflicients with their p-l/aiues highlighted in biue indicate that they ave i slanificant at the 90% confidence or 0.90 alpha level, while those highlighted
inred indicate that they are not siatistically significant at any other alpha levels.

5]
=

Analysis of Variance

Sums of Mean of -

Squares Squares F-Statistic Radalie Hypothesis Test
Regrassion 72004 72014 27.9747 0.0054 Critical Fstatistic (99% condidence with of of 4 and 3) 16.2582
Realciual 1.6386 03277 Critical Fstatistic (95% condidence with of of 4 and 3) [Azvkis)
Tatal B.5400 Critical Fstatistic (90% confidence with of of 4 and 3) 40804

The Analysis of Variance (ANGIA) table provides an Fiest of the regression model’s overall statistical significance. Instead of looking at individual fregressors as in
the ttest, the Flest looks at ail the estimated Coefficients' statistical propedies. The F-statistic Is calcwlated as the ratio of the Regression's Mean of Squares to the
Resicual's Mean of Squares. The numerator measires how much of the regression is explained, while the denominator measires how ruch /s unexgplained. Hence,
the iarger the F-statistic, the more significant the model. The corresponding p-\alue is caloulated to test the null iypothesis (Ho) whers alf the Coefflicients are
simuitaneowsly equal to Zero, versus the aftemnate hypothesis (Ha) that they are all simuwitansously differant from Zero, Indicating & sighificant overall regression
modsl, iFthe p-l/aiue Is sealler than the 0.04, 005, or 0.10 alpha significance, then the regression s significant The same approach can be applied to the Fstatistic
By companing the calculated F-statistic with the critical F values at variols significance fevels.

Forecasting

Period  Actual (¥) Forecast (F) Ertar (E)
1 59 53786 5214 Actualvs. Forecast
2 SE 5.8857 [0.2857)
3 55 6.3929 (0.5928)
4 T2 6.8000 03000
El g 7.4071 05820
] 77 7.8143 (0.2143)
T G4 5.4214 (0.0214)
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Figure 3. Multivariate Regression Results

TO BE CONCLUDED IN “Mulitvariate Regression, Part 2”
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